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First published January 18, 2017; doi:10.1152/jn.00651.2016.—Determining
the relationship between single-neuron spiking and transient (20 Hz)
�-local field potential (�-LFP) oscillations is an important step for
understanding the role of these oscillations in motor cortex. We show
that whereas motor cortex firing rates and beta spiking rhythmicity
remain sustained during steady-state movement preparation periods,
�-LFP oscillations emerge, in contrast, as short transient events.
Single-neuron mean firing rates within and outside transient �-LFP
events showed no differences, and no consistent correlation was found
between the beta oscillation amplitude and firing rates, as was the case
for movement- and visual cue-related �-LFP suppression. Impor-
tantly, well-isolated single units featuring beta-rhythmic spiking
(43%, 125/292) showed no apparent or only weak phase coupling with
the transient �-LFP oscillations. Similar results were obtained for the
population spiking. These findings were common in triple microelec-
trode array recordings from primary motor (M1), ventral (PMv), and
dorsal premotor (PMd) cortices in nonhuman primates during move-
ment preparation. Although beta spiking rhythmicity indicates strong
membrane potential fluctuations in the beta band, it does not imply
strong phase coupling with �-LFP oscillations. The observed disso-
ciation points to two different sources of variation in motor cortex
�-LFPs: one that impacts single-neuron spiking dynamics and another
related to the generation of mesoscopic �-LFP signals. Furthermore,
our findings indicate that rhythmic spiking and diverse neuronal firing
rates, which encode planned actions during movement preparation,
may naturally limit the ability of different neuronal populations to
strongly phase-couple to a single dominant oscillation frequency,
leading to the observed spiking and �-LFP dissociation.

NEW & NOTEWORTHY We show that whereas motor cortex
spiking rates and beta (~20 Hz) spiking rhythmicity remain sustained
during steady-state movement preparation periods, �-local field po-
tential (�-LFP) oscillations emerge, in contrast, as transient events.
Furthermore, the �-LFP phase at which neurons spike drifts: phase
coupling is typically weak or absent. This dissociation points to two
sources of variation in the level of motor cortex beta: one that impacts
single-neuron spiking and another related to the generation of mea-
sured mesoscopic �-LFPs.

beta oscillations; collective dynamics; motor cortex; neural dynamics;
spike-field coupling

SENSORIMOTOR CORTEX �-local field potential (�-LFP) oscilla-
tions result from coherent activity and reflect in part the
collective dynamics of neuronal populations embedded in local
and large-scale brain networks. In the specific case of motor
cortex, �-LFP oscillations are especially evident during move-
ment preparation and planning, and also during the execution
of isometric force grip tasks (Baker et al. 1997; Baker et al.
2001; Baker et al. 2003; Jackson et al. 2003; Murthy and Fetz
1992; Murthy and Fetz 1996a; Murthy and Fetz 1996b; Sanes
and Donoghue 1993). The relationship between single-neuron
spiking and �-LFP oscillations remains an important issue
toward revealing the origin and function of these oscillations in
the primate motor cortex. Addressing this issue may be critical
for the development of new therapies for movement disorders,
such as Parkinson’s disease (Beuter et al. 2014; Gale et al.
2008; Yang et al. 2014), and for the development of brain-
machine interfaces for people with paralysis. More generally,
the relationship between single-neuron activity and collective
activity is important for understanding the neural dynamics of
motor steady states.

Most previous studies have examined the relationship be-
tween neuronal spiking and ongoing �-LFPs by using spike-
triggered averages (STAs). Based on this approach, several
studies have shown some level of phase coupling between
spikes and LFP (e.g., Murthy and Fetz 1996b). However,
assessing the coupling strength on the basis of STAs is difficult
because STAs are expressed in field potential units rather than
a direct measure of phase coupling. To address this issue,
several other studies have used spike-field coherence and
related measures (e.g., Baker et al. 2003) during the execution
of isometric force precision grip tasks. However, it remains
unclear how neuronal firing rates and rhythmic spiking activity
relate to transient �-LFP oscillations during controlled steady-
state movement preparation periods, i.e., periods unperturbed
by the strong influence of motor or sensory stimulus-driven
transients in neural activity. In particular, how firing rates,
beta-rhythmic spiking, and the phase coupling between spiking
and �-LFPs behave within and outside transient �-LFP events
has not been examined in detail. Clarifying these issues is an
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important step for understanding the function and mechanisms
of beta oscillations in motor cortex.

We address these issues in the context of a visually cued
reaching and grasping task with instructed delays. Single units
were simultaneously recorded via multiple microelectrode ar-
rays implanted in primary motor (M1), ventral premotor
(PMv), and dorsal premotor (PMd) areas while nonhuman
primate subjects performed reach and grasp actions in a three-
dimensional (3-D) workspace. We focused on examining the
relationship between well-isolated single units and �-LFP
activity during steady-state movement preparation stages of
this task, which may potentially differ from synchronization
dynamics previously studied in association with isometric
force during precision grip, as described above. Overall, we
found a striking phenomenon that has been overlooked in
previous studies. Whereas �-LFP oscillations tended to appear
as short transients, even during steady-state movement prepa-
ration periods, neuronal firing rates and beta spiking rhythmic-
ity, evident in the interspike time interval (ISI) distributions
and autocorrelation functions, were sustained. Furthermore,
different spike-LFP phase-coupling measures revealed that
single-neuron beta-rhythmic spiking was at most weakly cou-
pled to the �-LFP oscillations, even when the analysis was
restricted to transient periods of high �-LFP power. We ob-
served this phenomenon in many single units from the three
recorded motor cortical areas. In addition, although single units
clustered into two groups (narrow and wide extracellular action
potentials) that showed differences in firing statistics between
groups, no consistent differences in the strength of their phase
coupling to �-LFP oscillations were detected, indicating that
the dissociation between spiking and �-LFP activity is present
in different neuronal populations.

METHODS

The cued grasp with instructed delay task. The cued grasp with
instructed delay (CGID) task investigates neural activity in motor
cortex associated with sensory integration, working memory across
instructed delays, and planning of upcoming reach and grasp actions
(see Vargas-Irwin et al. 2015 for additional details). All experimental
procedures were conducted as approved by the local Institutional
Animal Care and Use Committee. The task requires a subject (ma-
caque monkey) to reach out and grasp one of two objects by using one
of two possible grips. A sequence of visual cues instructs the subject
which object to grasp and which grip to use. When the task begins, the
lights in the room are turned off, and one of the two objects is rotated
into place. One second later, said object is illuminated. The subject
now knows which object to grasp, but not which grasp to perform.
One second after object presentation, a cue light (red or yellow, left or
right position) is illuminated, specifying the grip. If the light is red, the
subject is to perform a power grip. If the light is yellow, the subject
is to perform a precision grip or a key grip, depending on the object.
Two seconds after the “grip” cue, a “go” cue (green light, middle
position) is given. The subject may then reach out and grasp the
object. If the subject moves before the go cue or uses the incorrect grip
on the object, the trial is voided. If the subject uses the correct grip,
a juice reward is received.

In this article, we refer to the task epochs preceding the go cue as
the planning and preparatory period. Movement periods were defined
as the time from when the subject lifts the hand from the holding
position to the time when the subject contacts the object, as detected
by capacitive touch sensors. We focus on two steady-state periods.
The first period is the 1-s period between the start of the trial and when
the object is presented, during which the subject is waiting attentively

and has not yet received the information needed to plan or prepare for
movement. The second period is the 1-s period preceding the go cue.
In this period, the subject has been cued with the information needed
to plan the reaching and grasping action, and the transient neural
activity associated with the visual cues has passed. It is important to
note that the visual cue lights were present until the go cue, so this
second steady-state epoch represents a motor preparatory state and not
a state that explicitly requires working memory.

Neural recordings. Data were recorded from triple microelectrode
arrays (Blackrock Microsystems, Salt Lake City, UT), with an elec-
trode depth of 1.5 mm targeting layers II/III–V of motor cortex.
Neuronal spiking and LFP data were recorded on 10 � 10 (PMv) and
two 6 � 8 (PMd and M1) arrays with 0.4-mm electrode spacing. Data
from two subjects (R and S) were analyzed (see Vargas-Irwin et al.
2015 for additional details). Broadband LFPs (0.3 Hz to 7.5 kHz)
recorded at 30 kilosamples/s were downsampled (zero-phase 4th-
order Butterworth, less than or equal to ~250-Hz MATLAB filtfilt) to
1 kilosample/s for analysis.

Spike sorting. For each electrode, candidate spikes (extracellular
action potentials) were identified online via threshold crossing in the
amplitude of the high-pass filtered signal (250-Hz 4th-order high-pass
Butterworth filter; Cerebus data acquisition system; Blackrock). Pre-
liminary spike sorting was performed by a custom automated spike
sorter (Vargas-Irwin and Donoghue 2007) and verified using the
commercial Plexon Offline Sorter (Plexon). Candidate units included
in the analysis had a minimum signal-to-noise ratio (SNR) of 3.0,
defined as one-half the average sorted spike waveform peak-to-valley
height, divided by the standard deviation of the �250-Hz high-pass
filtered LFP on the same channel (Vargas-Irwin and Donoghue 2007).
Additionally, we required 1) that the interspike interval (ISI) histo-
gram display a clear refractory period to exclude multiunit clusters; 2)
that the units exhibit at least 100 ISI events during the 1-s steady-state
periods of the CGID task within each session, to provide for accurate
estimation of ISI distributions; and 3) that units be clearly separated
into different clusters in the waveform principal components analysis
feature space. Electrodes exhibiting cross talk or excess noise were
excluded from analysis.

ISI histogram statistics. Isolated single units showed diverse firing
characteristics as assessed by the ISI distribution and related statistics,
both across time and across units. For a given unit, these statistics
were computed from the ISI distribution from all ISIs pooled over all
trials for a given 1-s epoch of the CGID task. We computed mean
firing rates, the ISI mode, and the coefficient of variation (CV; i.e., the
standard deviation of the ISI distribution divided by the corresponding
mean). We quantified the tendency of units to fire bursts as the
percentage of ISIs shorter than 10 ms.

We summarized a single unit’s preferred firing frequency (in Hz)
by computing the inverse of the ISI mode, henceforth referred to as
mode firing frequency. The mode firing frequency was identified for
unimodal and bimodal ISI histograms using kernel density estimation
(Python scipy.stats.gaussian_kde). Because some units exhibited an
ISI distribution with an additional mode corresponding to bursts, and
since we were interested in slower “rhythmicities,” we considered
only ISI events longer than 10 ms when estimating the mode firing
frequency. Because ISI distributions were right-skewed, we applied
kernel density estimation to the transformed variable log(5 ms � ISI).
The shift of 5 ms improved numerical stability close to zero, which
was an issue in the subset of units that fired bursts of spikes.

Unit categorization. Units were categorized on the basis of the
features of their ISI distributions during the movement preparation
steady-state periods of the CGID task. Units exhibiting a clear mode
in the ISI distribution between 10 and 100 ms were classified as
unimodal. Units that showed an additional peak below 10 ms in the
ISI histogram were further classified as bimodal (bursting/rhythmic)
cells. All ISI events were included when categorizing unimodal vs.
bursting neurons, in contrast to the calculation for mode frequency,
for which bursts were excluded. Units exhibiting exponential ISI
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distributions (allowing for refractoriness) were classified as Poisson-
like. Units displaying a mixture of these features, e.g., some amount
of bursting, with an exponential ISI distribution exhibiting a long
recovery period, were classed as “intermediate.” We restricted spike-
field phase-coupling analysis to well-isolated single units classified as
unimodal or bimodal (bursting/rhythmic) that also displayed an ISI
mode frequency between 10 and 45 Hz in at least one of the
steady-state movement preparation epochs and a mean rate at least
one-fifth of the mode firing frequency. Allowing low firing rates
permitted analysis of single units whose spiking was coupled to the
beta phase but did not fire in every beta cycle. The distribution of
mean firing rates across units during these epochs was concentrated
below 30 Hz.

Units were further classified as narrow- and broad-spike cells on
the basis of their mean extracellular action potential waveform. To
precisely align spikes, we upsampled waveforms using sinc interpo-
lation. To minimize edge effects during upsampling, the linear trend
in the waveform was removed, the detrended waveforms were up-
sampled with reflected boundary conditions, and the linear trend was
restored. We extracted mean waveforms by averaging peak-aligned
upsampled waveforms. Waveforms were clustered on the basis of the
voltage of the mean waveform 300 �s after the spike peak. This
feature led to better cluster separation than the use of the waveform
width, since by this time narrow spike cells have recovered (and may
exhibit afterhyperpolarization), whereas broad-spike cells remain de-
polarized. Average waveforms from all areas, sessions, and subjects
were combined for clustering. Clustering was performed by using a
1-D Gaussian mixture model, and units were assigned as either
narrow- or broad-spike cells on the basis of likelihood ratio.

Beta-phase extraction and transient identification. For analysis, raw
LFP traces (30 kilosamples/s) were low-pass filtered at 250 Hz with a
zero-phase, fourth-order Butterworth, MATLAB filtfilt and then
downsampled to 1 kHz (MATLAB decimate). In the generalized
linear model (GLM; Truccolo et al. 2005) assessment of spike-LFP
phase coupling, the beta band was identified separately for each
session and channel, and separately for the two different steady-state
movement preparation periods. Beta was selected as the 5-Hz band
surrounding the highest peak between 15 and 30 Hz in the LFP power
spectrum. We estimated the power spectra for each 1-s epoch using
multitaper spectral estimation (Mitra and Pesaran 1999; Percival and
Walden 1993). We chose a 2.5-Hz half-bandwidth parameter, which
resulted in 5 tapers. Tapers were computed by the dpss function in the
Python package “spectrum.” Spectral estimates were computed sep-
arately for each trial for a given epoch and then averaged over all
trials.

Once the beta peak was identified, the �-LFP was extracted in the
time domain using a 4th-order Butterworth bandpass filter (centered at
the highest peak in beta) applied forward and backward. Beta phase
was extracted using the Hilbert transform (SciPy hilbert; Oliphant
2007), which generates a beta analytic signal z(t) consisting of a real
component (the filtered beta signal) and an imaginary component,
which is a �/2 phase-shifted copy of the filtered beta signal. The
instantaneous phase �(t) and amplitude |z(t)| can be extracted from the
analytic signal z(t) � |z(t)| · exp[i�(t)]. We extracted transient periods
of elevated beta power by examining the amplitude envelope of the
beta analytic signal. First, the amplitude envelop |z| was smoothed
with a 50-ms boxcar filter. Events for which this smoothed amplitude
signal exceeded 1.5 times the standard deviation of the filtered beta
signal for at least 40 ms (~1 beta cycle) were designated as high-beta
events. We visualize (see Figs. 1 and 7) single-trial LFP activity using
a Morlet continuous wavelet transform with a time-bandwidth ratio of
5, which enabled good time resolution for higher frequencies while
maintaining good frequency resolution at low frequencies; wavelets
were normalized by the integral of their absolute magnitude (Torrence
and Compo 1998).

Spike-triggered LFP averages. We estimated the STAs between
spikes and the 250-Hz low-pass filtered (4th-order Butterworth, for-

ward-backward, MATLAB filtfilt) LFP sampled at 1 kilosample on
the same electrode. This approach does not remove the spiking
contribution to the LFP. (Spike contamination below addresses this
concern.) Stable phase coupling of neuronal spiking to LFP oscilla-
tions appears as oscillatory components in the STAs. However,
estimation of spike-LFP phase coupling is susceptible to several
biases. These biases are exacerbated if both the spike trains and the
LFP signals exhibit autocorrelations at similar timescales. For exam-
ple, if a rhythmic spike train (~20 Hz) co-occurs with a burst of 20-Hz
LFP oscillations, it might appear that the single unit is phase coupled
to the LFP even if there is no relationship. Additional biases may
emerge if changes in firing rates are correlated with changes in LFP
power. In addition, the STA does not offer a direct assessment of the
phase-coupling magnitude, because it reflects both phase-coupling
and amplitude effects, and poorly visualizes variability around the
mean trend. Because of the biases inherent in the STA, we used two
complementary approaches to get unbiased estimates of spike-LFP
phase coupling: pairwise phase consistency (PPC) and GLM point
process models for assessment of phase coupling.

Pairwise phase consistency. PPC (Vinck et al. 2010) is an estimate
of spike-LFP phase coupling that is not biased by the firing rate or
correlated modulations in LFP power and firing rate. Vinck et al.
(2010) define PPC as the average dot product between all pairs of
spike-triggered phase measurements. We computed PPC using the
equivalent expression (Aydore et al. 2013; Eq. 11):

PPC �
N

N � 1�|z|2 �
1

N� , (1)

where |z�| is the magnitude of the average over spike-triggered �-LFP
phase vectors z� � 1 �N�k�1

N exp�i�k�, �k represents the phase mea-
surement at a given spike time, and k indexes over spikes. To compute
PPC, we extracted instantaneous LFP phase estimates for a range of
frequencies by taking the Fourier transform of the LFP in an ~100-ms
window surrounding each spike. Each LFP segment was mean-
subtracted and multiplied by a Hanning window to reduce boundary
effects. To attenuate temporal dependencies among samples, spikes
that occurred within 200 ms after a previous spike were excluded. We
report the PPC value at the peak beta frequency, identified separately
for each subject, session, channel, and task epoch. The PPC bias
correction requires that successive samples be independent. Although
we reduced temporal correlations between successive samples by
removing events for which the spike-triggered LFP segments would
overlap, residual correlations may remain in both the spike trains and
LFP. Therefore, we estimated the chance level empirically by phase
randomizing LFP segments (Mammen et al. 2009), preserving the
autocorrelation structure of the LFP.

Point process GLM-CIF models for spike-LFP phase coupling. We
used a discrete-time point process GLM framework (Truccolo et al.
2005) to detect spike-LFP phase coupling. Time was discretized to
1-ms time bins. This is similar to the approach used by Lepage et al.
(2013), Zhou et al. (2015), and Rule et al. (2015). GLM point
process-based estimators explicitly model the conditional intensity
function (CIF) 	(t) and include an offset parameter � as a separate
regression term, therefore providing an estimate of spike-LFP phase
coupling that is less susceptible to variations in firing rate. We
considered GLM point process models of the form

ln�	�t
�LFP(t)	
 � � � �cos��LFP(t) � �0	 � � � �1cos�LFP(t)
� �2sin�LFP(t), (2)

where � is a mean-rate parameter, �0 is the preferred phase of firing
relative to the (bandpass filtered) beta LFP, �LFP(t) is the time-varying
instantaneous Hilbert phase of the LFP signal, and � is the strength of
phase coupling. In this study we assess the predictive power of the
model using receiver operating characteristic (ROC) curve analysis
(Fawcett 2006; Rule et al. 2015; Truccolo et al. 2010). The area under
the ROC curve (AUC) summarizes the accuracy of spike times
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predicted by the model and ranges from 0.5 (chance level) to 1.0
(perfect prediction). We report predictive power (PP) as normalized
AUC values such that 0 is chance level and 1 is perfect prediction.
Chance level was estimated by using phase-randomized LFP (Mam-
men et al. 2009) and by shuffling the LFP trial blocks relative to the
spike trains.

Point process GLM-CIF models for relating single-neuron spiking
to population spiking activity. We also used CIF models to relate
single units to the population spiking activity A(t), defined as the total
number of spikes across all of the recorded single units (except the
predicted neuron) in a given motor area within 1-ms time bins,
followed by a 25-ms boxcar filter. The CIF model consisted of

ln�	[t
A(t)]
 � � � � · A(t), (3)

where � is a mean rate parameter, � reflects the coupling of the single
unit to the population spiking activity A(t), and 	[t|A(t)] is the point
process intensity function conditioned on the population spiking
activity. As a second measure of population activity, we also consid-
ered multiunit activity (MUA) recorded in the same electrode as the
single unit. MUA was defined as the amplitude envelope of �250-Hz
LFP bandpass filtered in the 5-Hz band surrounding the peak beta
frequency.

Assessing coupling between population spiking activity and ongo-
ing �-LFP. We assessed the relationship between the population
spiking activity and the ongoing �-LFP activity by computing their
cross-correlation functions. Population spiking activity was defined as
above, except that in this case, all well-isolated single units were
included (for the spiking population history model, the unit being
predicted was excluded from the population rate). Statistical tests
were applied to the peak of the cross-correlation functions computed
for time lags ranging over one beta cycle (�25 ms).

Spike contamination. In this study, we examined statistical rela-
tionships between neuronal spiking activity and LFPs recorded on the
same electrode. In this case, the spikes themselves can contribute to
LFP power, even at frequencies as low as the ~20-Hz beta band
investigated (Waldert et al. 2013). Waldert et al. (2013) found that the
spiking contribution to low-frequency LFPs can arise from both
low-frequency components of the spike waveform, including slow
afterhyperpolarization potentials (AHPs), and spike-train rhythmicity
at low frequencies. We elected not to use spike removal procedures
like those of Zanos et al. (2011) for several reasons. We are primarily
interested in the observed phenomenon of weak spike-field phase
coupling demonstrated in RESULTS. Contributions of neuronal spikes to
the overall LFP signal can only inflate our estimated phase coupling,
thus making these estimates more conservative with respect to the
main point being made in this article. It is possible that there is
ambiguity between spike-locked local network oscillations and low-
frequency components of the extracellular spike waveform (e.g., slow
AHPs). Since it is possible that low-frequency components of the
spike waveform relate to the origins of LFP, we want to avoid
erroneously removing a true contributor to �-LFP. Nevertheless, we
can distinguish between action potential contamination and other
spike-LFP phase interactions by inspecting the PPC spectrum. True
spike-LFP phase coupling leads to a PPC peak at the beta band,
whereas spiking contamination leads to a broadband monotonically
increasing PPC spectrum.

RESULTS

We analyzed three CGID task sessions each from two
subjects (R, S) with simultaneous microelectrode array (MEA)
implants in three motor areas (M1, PMv, PMd) (see The cued
grasp with instructed delay task). Each session yielded be-
tween 46 and 114 correctly executed 7-s CGID trials, collected
over 20 min to 1 h. For each session, each MEA yielded
between 7 and 48 well-isolated and high-SNR single units, for

a total of 699 unit recordings. Of these, 292 exhibited sufficient
firing rates during the steady-state movement preparation pe-
riods of the task to permit further analysis. Steady-state periods
corresponded to an attentive waiting period in the first second
before object presentation and a movement preparation period
1 s before the go cue (see METHODS).

Sustained neuronal firing rates and beta-rhythmic spiking
can be dissociated from �-LFP oscillations during steady-state
movement preparation periods. We observed isolated single
units that exhibited sustained rhythmic firing at beta frequen-
cies during the steady-state movement preparation periods of
the CGID task (e.g., Figs. 1 and 4). Concurrently, �-LFP power
was elevated during steady-state movement preparation peri-
ods of the CGID task, including the first second of the task
before object presentation (pre-object period) and the 1 s
leading up to the go cue (pre-go period). The phase of the
�-LFP at which example single units spiked appeared to drift
over various short �-LFP transients (e.g., Fig. 1C). Inspection
of STAs revealed little reliable phase relationship, and exam-
ples, shown in Fig. 1C, confirmed these initial observations,
showing only a spiking artifact, i.e., a residual of the extracel-
lularly recorded action potential in the low-pass filtered LFP
data. We explore in depth this apparent decoupling of highly
rhythmic single neurons from the population oscillation evi-
denced on the LFP in the following sections.

To investigate systematically the relationship between neu-
rons that fire rhythmically at beta frequencies with the �-LFP,
we developed criteria to identify beta-rhythmic neurons within
the population. We categorized units on the basis of features of
their ISI distributions (see ISI histogram statistics) during the
steady-state movement preparation periods (Fig. 2, A and B). A
total of 699 units exhibited well-isolated spiking. Of those,
71% (499/699) met the minimum SNR cutoff of 3.0 for
inclusion in the analysis, 54% (377/699) exhibited at least 100
ISI events during the task steady-state epochs, and 42% (292/
699) met both conditions and were suitable for analysis. (See
METHODS for more details on the inclusion criteria.) Of these
292 well-isolated single units that satisfied the inclusion crite-
ria, 66% (192/292) showed a unimodal peak in ISI events
longer than 10 ms during the two steady-state movement
preparation periods. A subset of units (25%, 72/292) exhibited
bursting as evidenced by bimodal ISI distributions with a
second peak in short-latency (�10 ms) ISI events while also
exhibiting an overall slower rhythmicity. A minority of units
(7%, 21/292) showed low firing rates and irregular Poisson-
like spiking or had an ISI distribution that could not be clearly
categorized (2%, 7/292).

We considered identifying the above three classes, (refrac-
tory) Poisson-like spiking, bimodal (bursting/rhythmic), and
unimodal (rhythmic) units with the three neuron types I, II, and
III described by Chen and Fetz (2005), each of which exhibits
different characteristic spike waveforms. However, Baranyi et
al. (1993a; 1993b) described a larger number of neuronal
subtypes in motor cortex, with overlapping firing statistics and
spike waveform shapes, and we found that 63% (185/292) of
units exhibited ISIs that could not be clearly identified with any
of the categories in Chen and Fetz (2005). We tentatively
identified 38% (21/55) irregular Poisson-spiking units with
type I, 31% (22/72) bursting units with type II, and 33%
(64/192) units exhibiting fast regular spiking with type III.
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The overlap between the distributions of firing statistics for
each neuronal subtype in our data was too large to allow
classification. Previous work has highlighted that intrinsic
neural properties can be heterogeneous (Battaglia et al. 2013).
Because of these ambiguities in identifying neuronal subtypes
on the basis of spike train statistics, we focused on units that
exhibited a clear mode in the ISI between 20 and 100 ms,
which may potentially exhibit rhythmicity at the same frequen-

cies as �-LFP. Two summary statistics, the ISI coefficient of
variation (CV) and mean firing rate, are shown in Fig. 2C.

We also note that several of the single units that exhibited
rhythmic firing during the movement preparation periods
dramatically changed their firing statistics during the move-
ment execution period (Fig. 3). Following the go cue, many
units increased or decreased their firing rates (e.g., Fig. 3, A,
C, and D) as expected. Some units did not show abrupt
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Fig. 1. Single units exhibit sustained firing rates and beta rhythmicity that appear dissociated from the phase of transient �-LFP oscillations. A: example of a
well-isolated unit recorded from motor cortex that displayed sustained firing rates and rhythmic spiking at beta frequency (~20 Hz) during the steady-state
movement preparation periods of the CGID task. B: spike raster plot shows reliable and steady firing during the steady-state movement preparation periods (top).
Likewise, a trial-averaged spectrogram shows elevated �-LFP power during the steady-state delay periods of the task (middle). In contrast, the example
single-trial �-LFP spectrogram plot shows transient high-power �-LFP events (bottom). The observed trial-averaged �-LFP was much lower because high-power
�-LFP transients occurred randomly throughout the steady-state periods. C: an inspection of neuronal spiking and �-LFP oscillations during the first second of
this trial reveals that the phase at which single units fired relative to the �-LFP oscillations drifted and that beta-rhythmic spiking remained steady whereas �-LFP
power fluctuated. The spike-triggered LFP average (STA) plot shows primarily an artifact from spike contamination (see METHODS) and reveals some weak beta
phase coupling during both the first second of the task and the 1 s before the go cue. Note that it is difficult to assess the overall magnitude of spike-LFP phase
coupling from the STA plot alone. Pairwise phase consistency plots corroborated this finding, showing mainly a broadband increase in high-frequency phase
coupling associated with contamination of the LFPs by extracellular action potentials (see METHODS). This example is from isolated unit 26, area PMd, subject
R, session 2.
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changes following the go cue, but rather a gradual shift over
the course of the preparatory period (e.g., Fig. 3B). In this
task, the cue times were predictable, and these gradual
shifts may have reflected ramping in anticipation of the cue.
More importantly, some units that exhibited unimodal/

bimodal ISI distributions (a potential signature of rhythmic
firing) during the preparatory period shifted to more Pois-
son-like spiking following the go cue (Fig. 3D). This finding
suggests that rhythmic spiking need not be a fixed sub-
threshold resonance property of these neurons, and instead

A

B

C

Fig. 2. A subset of units fire rhythmically during steady-state movement preparation periods of the CGID task. A: interspike interval (ISI) distributions from
selected well-isolated units during the steady-state periods of the CGID task. In each plot, from left to right, we see rhythmically firing units, units that exhibit
both bursting and rhythmicity, units that exhibit Poisson-like firing, and units that exhibit intermediate ISI distributions. The ISI coefficient of variation (CV)
reflects the dispersion of the ISI distribution, with low CV correlating with rhythmicity. SNR is the signal-to-noise ratio for unit waveform. B: single units were
categorized on the basis of ISI features (see METHODS) as unimodal (rhythmic), bimodal (bursting and rhythmic), Poisson process-like (i.e., exponential with
refractory period), or intermediate ISI distributions (other). In both subjects and all areas, single units with unimodal and bimodal ISIs were most prevalent. C:
a summary of ISI mean and CV statistics for the same units. Statistics of ISI distributions varied continuously and did not form discrete clusters. Mean rate was
variable, with 25% of units exhibiting mean rates higher than 10 Hz. Because some rhythmic units start and stop firing during the steady-state epochs, and because
the rhythmic frequency may change over time and across trials, the effective CVs were larger than expected for sustained rhythmic firing at a single narrowband
frequency.
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likely reflects the network state during the preparatory and
delay periods.

We observed that most rhythmically firing units tended to
fire in a sustained manner during the examined steady-state
periods, with high reproducibility across trials in terms of mean
firing rates and ISIs (e.g., Fig. 4). Inspection of the firing mode
frequency for rhythmic units (Fig. 5) revealed that the pre-
ferred firing frequencies were concentrated between 10 and 45
Hz, overlapping the beta range. In the first steady-state epoch
preceding the visual cues, 76% (78/103) of units showed an ISI
mode frequency between 10 and 45 Hz for subject R and 74%
(119/161) for subject S. In the second steady-state epoch
following the visual cues and preceding the go cue, 73%
(75/103) of units in subject R and 60% (96/161) of units in
subject S fell between 10 and 45 Hz. Mode frequencies in-
creased to some extent between the pre-and post-cued move-

ment preparation periods (e.g., Fig. 4A), with the median mode
frequency shifting from 30 to 34 Hz for subject R and from 32
to 39 Hz for subject S. This increase was statistically signifi-
cant (P � 0.05) in 5/6 sessions after a Benjamini-Hochberg
false discovery correction for multiple comparisons (Benjamini
and Hochberg 1995).

Dissociation between beta-rhythmic spiking and �-LFP dur-
ing steady-state movement preparation periods: summary over
population. Given that a majority of isolated single units
exhibited sustained rhythmicity close to beta frequencies dur-
ing the steady-state movement preparation periods of the CGID
task, we investigated the extent to which this beta rhythmicity
was evident in LFP oscillations. In both subjects, the LFP
showed task-related changes in its power spectrum, especially
in the beta band. Consistent with previous studies, the move-
ment period was associated with suppression of �-LFP power.
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Fig. 3. Single-unit ISI statistics change across different stages of the task. Shown are 4 examples of how the ISI distributions change for well-isolated units over
the course of the CGID task. Insets specify the mean rate � and the mode frequency derived from the mode of the ISI distribution. Each ISI histogram was
computed on the basis of nonoverlapping 0.5-s time windows of the CGID task. All trials within a session were combined. Examples illustrate a highly rhythmic
unit (subject R, session 2, unit 101) that decreased its mean firing rate during the movement epoch (0.5 s after go cue) without changing its mode (A); a highly
rhythmic unit (subject S, session 1, unit 74) that steadily increased both its ISI mode frequency and mean firing rate, transitioning gradually over the task from
� � 25 Hz at the trial outset to � � 66 Hz during the movement epoch (B); a unit (subject R, session 3, unit 92) whose firing became more variable, with a slight
decrease in mode frequency, only during the movement epoch (C); and a unit (subject R, session 1, unit 88) that switched from rhythmic firing at beta frequency
~11–17 Hz to Poisson-like firing at a much higher rate of 123 Hz (D). These examples emphasize that the rhythmicity observed in a subset of units during the
steady-state movement preparation periods of the CGID task was unlikely to arise exclusively from intrinsic neuronal properties (e.g., subthreshold resonance).
Instead, this rhythmicity likely reflected and was modulated by the collective network state. The colored traces represent the transformed kernel density estimation
(KDE) of the distributions used to determine the ISI mode and is shown to confirm that the mode estimation procedure approximates well the location of the
ISI mode firing frequency (see ISI histogram statistics).
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Importantly, beta was also transiently suppressed following the
visual cues. In contrast, beta was elevated during steady-state
movement preparation periods of the CGID task, including the
first second of the task before object presentation and the 1 s
leading up to the go cue.

For subject S, the beta peak was identified between 22 and
25 Hz for all areas and sessions. Subject R exhibited two
beta-frequency peaks, 16–19 Hz and 23–36 Hz. These two
different beta frequencies may potentially correspond to the
“beta1” (~15 Hz) and “beta2” (~25 Hz) oscillations previously

examined in experimental and computational studies (Kopell et
al. 2011; Roopun et al. 2006; Roopun et al. 2008). Roopun et
al. (2008) suggest that beta1 emerges as a result of a concat-
enation of one period of beta2 with one period of a (~40 Hz)
gamma oscillation. Whether the dual bands observed in subject
R are related to this concatenation phenomenon remains an
open question. Because the second beta peak in subject R was
much broader, we focused the present analyses on the beta
activity at 16–19 Hz for this subject and on that at 22–25 Hz
for subject S.
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Fig. 4. Well-isolated single units can fire rhythmically at beta frequency, and firing rates are stable across trials during movement preparation periods. Shown
are 3 well-isolated units that exhibited beta-rhythmicity during the steady-state movement preparation periods of the CGID task (left). Spike rasters (middle),
which show trial number on the vertical axis and task time on the horizontal axis for the 2 steady-state epochs, reveal that these units fired in a rhythmic manner
that was reliable over trials and sustained across the steady-state periods. The modes of the ISI distributions for these units, expressed in terms of frequency, show
that these units fired with a preferred frequency in the beta range (right). In several cases the mode frequency differed between the steady-state period at the
beginning of the trial, before visual cues had been provided, and the 1-s period preceding the go cue. A: unit 43 from area PMd, subject S, session 3. B: unit
49 from area PMd, subject S, session 2. C: unit 20 from area M1, subject S, session 3.
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To comprehensively quantify the relationship between sin-
gle-unit firing and the phase of ongoing �-LFP oscillations, we
used two measures of spike-field coupling that are designed to
avoid the biases inherent to STA and spike-field coherence
approaches: the pairwise phase consistency (PPC; Vinck et al.
2010; see Pairwise phase consistency) and point process gen-
eralized linear models (GLMs), which expressed the condi-
tional intensity (instantaneous spiking rate) as a function of the
phase of the ongoing �-LFP oscillations (see Point process
GLM-CIF models for spike-LFP phase coupling). PPC as-
sesses the tendency of a neuron to fire at the same phase of the
ongoing �-LFP oscillation. It ranges from 0 for no phase
coupling to 1 for perfect phase coupling.

For assessing spike-LFP phase coupling, we analyzed single
units that showed unimodal or bimodal ISI distributions and
exhibited a preferred firing frequency (ISI mode frequency)
between 10 and 45 Hz. We observed that mean firing rates
were typically lower than 10 Hz and on inspection found that
rhythmic single units could skip some beta cycles. For this
reason, we also required that units exhibit mean rates of at least
20% their mode frequency. Overall, 47% (125/264) of units
were selected as exhibiting beta rhythmicity under these crite-
ria. Of those selected, 23% (29/125) exhibited bimodal (burst-
ing/rhythmic) ISIs and 77% (96/125) had unimodal ISIs. Both
of these groups were analyzed for spike-LFP phase coupling.
Of the units with unimodal ISIs, 40% (38/96) exhibited oscil-
lations in their autocorrelation functions, 40% (38/96) exhib-
ited a nonoscillatory postrecovery rebound, and 21% (20/96)
exhibited irregular Poisson-like spiking with a long recovery
period that placed their mode frequency in the beta range.

We found that PPC values during the 1-s steady-state epochs
were typically close to 0 (Fig. 6A), with the median PPC for
each session, area, and task epoch within the 0 to 0.12 range.

Overall, 95% (118/125) of 382 units had a PPC value smaller
than 0.03 during the pre-object period and less than 0.01 during
the pre-go period. No unit had a PPC value that exceeded the
95% confidence interval for the null hypothesis PPC distribu-
tion, assessed by computing PPC between spikes and trial-
shuffled LFPs. PPC values were surprisingly weak, given that
one might expect the �-LFP and the beta-rhythmic spiking to
relate to the same ongoing network phenomenon and thus be
more strongly phase coupled. We also found similar qualitative
results for the phase coupling if the analysis was restricted to
the 200 ms immediately preceding the grip and go cues,
indicating that phase coupling was not noticeably enhanced in
anticipation of the task cues.

As a complementary approach, we summarized phase cou-
pling between single-neuron spiking and �-LFP oscillations by
assessing the conditional intensity function (CIF) phase mo-
del’s ability to predict the timing of spikes (see METHODS). We
report a measure of model performance “predictive power”
(PP), which ranges from 0 for no prediction to 1 for perfect
prediction (see Point process GLM-CIF models for spike-LFP
phase coupling). In terms of phase coupling, a PP of 0 implies
no coupling, and a PP of 1 implies perfect phase coupling.
During the steady-state epoch preceding object presentation,
39% (49/125) units exceeded the 95% confidence interval for
the null PP distribution, and during the steady-state epoch
preceding the go cue, 19% (24/125) of units exceeded their
95% chance level. This suggests that true phase coupling is
present. Although the predictive power was sometimes statis-
tically significant (in one case as high as 0.24), it remained
extremely low for the vast majority of units, with 94% (118/
125) of units exhibiting a GLM phase model predictive power
less than 0.1. Thus, consistent with the PPC results, the CIF
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Fig. 5. The preferred mode firing frequency
of rhythmic units varies but tends to fall
within the beta band. Shown are summary
distributions, pooled over all sessions and
areas, for both subjects during the 2 steady-
state movement preparation epochs for units
that showed unimodal and bimodal ISI dis-
tributions. Mode firing frequency for isolated
single units ranged between 10 and 80 Hz,
but for each monkey and epoch, between
60% and 75% of units fell within the range
10–45 Hz. Firing rates were higher in the
pre-go delay period that followed visual cue
presentation. (Wilcoxon signed-rank test,
P � 0.05; 5/6 sessions significant with Ben-
jamini-Hochberg correction for an FDR of
0.05.)
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phase model found relatively little stable phase coupling of
spikes to �-LFP oscillations (Fig. 6).

We considered the possibility that trial-to-trial variability in
�-LFP dynamics affected our ability to detect �-LFP phase
coupling. �-LFP power was rarely sustained across the entire
steady-state task epoch, but rather occurred as short transient
bursts (Fig. 7A). The timing of these transients varied, and they
did not exhibit a characteristic duration that might indicate, for
example, a stereotyped event or input into motor cortex (Fig.
7B). We tested the hypothesis that �-LFP phase coupling might
be weak overall, but strong during these high-power transients
due to increased collective �-LFP activity. We found that PPC
values remained very small when the analysis was restricted to
these transient high-beta LFP events (Fig. 8A). Nevertheless,

such events were associated with an increase in phase coupling
that was statistically significant in 7 of 12 session/epochs,
indicating that the �-LFP power transients correlate with
changes in spike-LFP phase coupling and synchronization
[corrected for multiple comparisons using Benjamini-Hoch-
berg procedure for 12 comparisons and a false discovery rate
(FDR) of 0.05; Benjamini and Hochberg (1995)].

In addition, we found that there was relatively little differ-
ence in firing rate statistics during beta transients compared
with periods outside beta transients (Fig. 9). In contrast, firing
rates were significantly higher during movement-related beta
suppression, showing statistically significant increases between
the pre-object and movement periods in 5 of 6 sessions and
between the pre-go and movement periods in 3 of 6 sessions.
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(see METHODS, Point process GLM-CIF models for spike-LFP phase coupling) was also marginally close to zero. Although select units displayed predictive power
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of units are expected to be above the 95% chance level. Point process GLMs based on the beta phase were able to detect weak phase coupling that the PPC did
not.
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(Wilcoxon signed-rank tests for difference in the median,
corrected for 24 multiple comparisons using the Benjamini-
Hochberg procedure for a FDR of 0.05.) This finding indicates
that the modulations in �-LFP power during steady-state
movement preparation periods were dissociated from changes
in the firing rates of the underlying neuronal population, as was
the case during the movement execution- and visual cue-
related beta suppression.

Previous studies from our group, some using the same data
sets analyzed in the present study, have shown that object and
grip type can be decoded from spiking activity in the neuronal

population during the movement preparation (Vargas-Irwin et
al. 2010; Vargas-Irwin et al. 2015). Despite the observed weak
coupling between spiking and �-LFPs, we examined whether
�-LFPs also carried information about object and grip type
during these steady-state movement preparation periods. We
performed a decoding analysis by classifying object (2-class)
and grip (3-class) on the basis of discriminative features
consisting of single-channel beta power in either the 200 or 400
ms preceding the grip cue or go cue, respectively. The beta
power was computed on the ~5-Hz band around the �-LFP
peak (multitaper power spectral density, 10-Hz bandwidth).
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Fig. 7. �-LFP oscillations occur in transients
and exhibit high trial-to-trial variability. A:
shown are 3 representative example trials
from a single session (subject S, areas M1,
session 1). In each example, the top plot
shows the “raw” LFP, the middle plot shows
the bandpass-filtered �-LFP, and the bottom
plot shows the spectrogram. Transient beta
events were defined as periods for which
�-LFP amplitude was elevated (~1:5 SD,
shaded in gray). Inspection of �-LFP activity
in single trials revealed that beta oscillations
were rarely sustained, occurring as transients
lasting commonly a few oscillation cycles.
B: however, as evidenced by the absence of
modes in the histograms of the durations of
high-beta transients, there was no character-
istic duration for these transients, and peri-
ods of sustained beta oscillations lasting up
to 8 or more beta cycles (e.g., �200 ms)
were also observed in many trials.
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We used linear discriminant analysis (LDA) with leave-one-
out trial cross-validation. Chance levels and P values were
determined by sampling from a null hypothesis distribution
generated by randomly permuting the grip and object labels for
each trial. We have found no statistically significant classifi-
cation (P � 0.05) of the object or upcoming grip movement
from �-LFP power during the examined steady-state move-
ment preparation periods.

Population spiking activity also shows only weak coupling to
transient �-LFP oscillations. We examined the possibility that
the phase coupling between spiking and the transient �-LFP
oscillations could be too weak to be detected, but much
stronger if assessed at the level of the population spiking
activity. Population spiking activity was defined as the total
number of spikes (1-ms time bins) summed across the well-
isolated single units within a given motor area, smoothed by a
25-ms boxcar filter (see METHODS). For each motor area we
computed the cross-correlation function between the popula-
tion spiking activity and the �-LFP averaged across the chan-
nels in the area. Cross-correlation functions were computed for

time lags ranging over one beta cycle (� 25 ms). A cross-
correlation function was computed for each area, epoch, ses-
sion, and subject.

The extrema of the cross-correlation functions between pop-
ulation spiking activity and the mean �-LFP were also very
small, ranging from 0.0039 to 0.042. After correction for 36
(subject, session, area, epoch) comparisons using the Benja-
mini-Hochberg procedure with an FDR of 0.05 (Benjamini and
Hochberg 1995), three correlations were statistically signifi-
cant, all in subject S. Subject S area PMv showed significant
correlations of 0.036 and 0.033 for sessions 1 and 3, and
subject S area M1 showed a significant correlation of 0.042 for
session 3. P values were obtained from a chance level distri-
bution: cross-correlation function peaks were computed from
resampled data generated by shuffling the LFP trials (2,000
resamples).

Single units show weak coupling to measures of population
activity. Previous studies in sensorimotor cortex have demon-
strated strong coupling of single-neuron spiking to both the
population spiking activity (Aghagolzadeh and Truccolo 2014;
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events. A: box plots show PPC values at the
peak beta frequency computed only during
(transient) beta events with high power.
Whiskers extend to the minimum and maxi-
mum values. Beta events were associated
with a small but statistically significant in-
crease in phase coupling in 7 of the 12
sessions/conditions. (P values were com-
puted using the Wilcoxon signed-rank test
for difference of medians and corrected with
the Benjamini-Hochberg procedure for 12
comparisons with an FDR of 0.05.) B: the
number of spikes used to compute PPC was
matched between the high- and low-beta
conditions by randomly thinning the group
with more spikes. This analysis confirms that
spike-LFP coupling remained weak even
during high-beta events but also suggests
that such events may also be associated with
a modest increase in coupling.
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Aghagolzadeh and Truccolo 2016; Okun et al. 2015) and
ensemble spiking histories (2010) during sensory stimulation
and movement execution. In particular, Aghagolzadeh and
Truccolo (2014; 2016) show that, in the same data sets examined
in the present study, single-neuron spiking is strongly coupled to
low-dimensional representations of the neuronal ensemble activ-
ity during the movement execution phase of the CGID task. For
completeness, we thus also considered the possibility that spiking
could be only weakly coupled to the transient �-LFP, but at the
same time show strong coupling to other measures of the
population activity during the movement preparation epochs.
Using point process GLM analysis (see Point process GLM-
CIF models for relating single-neuron spiking), we found that
single-neuron spiking was only weakly related to the popula-
tion spiking activity during the steady-state movement prepa-
ration periods (Fig. 10A). In contrast, and consistent with
previous work (Rule et al. 2015), predictive power was higher
during the 1-s movement period following the go cue.

Qualitatively similar results were obtained with the use of
another measure of population activity consisting of multiunit
activity (MUA), defined as �250-Hz LFP rectified amplitude
fluctuations (Fig. 10B) bandpass filtered in the 5-Hz band
surrounding the peak beta frequency (see METHODS). Specifi-
cally, median PP values during the two movement preparation
epochs (pooled across motor areas) were distributed around
chance level, ranging from 0 to 0.05 (pre-object period), and
pre-go period median PP ranged from 0 to 0.03 (pre-go cue
period). During the movement period, median PP values
ranged from 0.06 to 0.11. PP values during movement were
statistically significantly higher than those in the pre-object
period in two sessions for subject S and were higher than those
in the pre-go period in one session in subject R and all sessions
in subject S (Wilcoxon signed-rank test with Benjamini-Hoch-
berg correction for an FDR of 0.05 for 12 comparisons). This
analysis confirmed that measures of population activity in the
CGID task could predict single-unit spiking but showed that

this predictive information was much weaker during the
steady-state movement preparation periods. Corroborating the
increased coupling of single units to populating activity, we
observed that the peak cross-correlation values (25-ms bins)
between pairs of neurons were substantially higher during the
movement period (Fig. 10C).

Finally, we investigated whether MUA might show more
substantial phase coupling to �-LFP. We examined two mea-
sures of MUA: 1) all threshold crossings (unsorted spikes)
occurring on the same channel as the �-LFP and the four
nearest neighbor channels (spiking-MUA), summed in 1-ms
bins, and 2) the amplitude envelope in �250-Hz filtered LFP
as described previously (LFP-MUA). Beta coherence between
these measures of MUA and the �-LFP on the same channel
were weak: we found a statistically significant coherence peak
between �-LFP and LFP-MUA in 4% of channels and between
�-LFP and spiking-MUA in 8% of channels. A strong coher-
ence peak between spiking-LFP and MUA-LFP was also rare,
with only 9% of channels exhibiting a significant beta peak. All
coherence results are reported at the P � 0.05 level, corrected
for an FDR of 0.05 using the Benjamini-Hochberg correction.
The �-LFP peak was identified as the largest local maximum
within 10–45 Hz. All P values were computed as in Jarvis and
Mitra (2001) and Pesaran et al. (2008).

Overall, the above results show a stark contrast between
collective dynamics during the steady-state movement prepa-
ration periods in the CGID task, where spiking activity appears
to be much more asynchronous, and collective dynamics dur-
ing movement execution, where both the ability of population
activity to predict single-neuron spiking and pairwise correla-
tions are much higher.

Narrow- and broad-spike waveform neurons show similar
weak phase coupling to �-LFP oscillations during preparatory
steady states. Waveform features of recorded extracellular
action potentials can correlate with neuronal types. We further
examined whether the examined single neurons showed wave-

Fig. 9. Single-unit firing rates during steady-state move-
ment preparation periods are not affected by beta tran-
sients. During the steady-state movement preparation pe-
riods of the CGID task, �-LFP oscillations occurred as
transient events. However, single-unit firing rates did not
change between high-beta (Hilbert amplitude � 1:5
)
and low-beta time periods during these steady-state peri-
ods (box plots; whiskers extend to the minimum and
maximum values). In contrast, beta suppression related to
movement execution (after the go cue) was associated
with increased firing. (P values were computed using the
Wilcoxon signed-rank test for difference in medians and
corrected for 24 multiple comparisons; 4 comparisons per
session: high-low beta within each steady-state epoch and
high beta in each epoch to movement-related low-beta;
Benjamini-Hochberg procedure for an FDR of 0.05.) This
result suggests that the transient beta power fluctuations
during steady-state movement preparation periods may
arise from a different mechanism than the power fluctu-
ations (beta suppression) associated with movement
execution.
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forms that clustered into different groups and whether these
groups showed distinct properties in the terms of spike and
�-LFP phase coupling. Recorded extracellular action potential
waveforms tended to cluster into “narrow” (42%, 124/292) and
“broad” (58%, 168/292) classes (Fig. 11, A and B; see Unit
categorization). We observed a partial agreement between ISI
features and the extracellular waveform categorizations con-
sistent with Chen and Fetz (2005): 62% (13/21) of putative
type I neurons exhibited broad spikes, and 86% (19/22) of type
II (bursting) neurons and 72% (46/64) of putative type III (fast
rhythmic) neurons exhibited narrow spikes. We note that Chen
and Fetz (2005) suggested that the rhythmic firing observed in
the bursting neurons in their study was likely to arise from
network interactions and not intrinsic neuronal properties, as is
the case for the type III neurons.

These two classes appeared to exhibit differences in firing
statistics. Overall, narrow-spike neurons exhibited more short-
ISI events (�10 ms), indicative of bursting, fired at higher
rates, and had greater CVs (Fig. 11C). The ISI mode frequency
of narrow-spike units appeared typically slightly higher during

the steady-state movement preparation periods. In addition,
narrow-spike units appeared to show a greater increase in their
mode firing frequency during movement compared with broad-
spike neurons (Fig. 11D). These apparent differences between
the two classes, even though consistent across subjects and
sessions, were not statistically significant (Mann-Whitney U-
test with Benjamini-Hochberg correction for multiple compar-
isons for positively dependent samples and an FDR of 0.05).
Additionally, no consistent differences were found between
narrow and broad spike units with respect to spike and �-LFP
phase coupling (Fig. 11E).

DISCUSSION

In this study, we have characterized a strong dissociation
between sustained neuronal firing rates and beta-rhythmic
spiking and transient �-LFP oscillations in primate motor
cortex during steady-state movement preparation periods of a
visually cued reaching and grasping task. We observed that
firing during steady states was rhythmic and sustained for
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Fig. 10. Contrasting collective neural dynamics between
steady-state movement preparation and movement exe-
cution periods. A and B: predictive power of point process
GLM models for beta-rhythmic single-neuron spiking
based on the population spiking activity (see METHODS).
A: spiking prediction based on the population spiking
activity measured on the same MEA (excluding the unit
being predicted). Each box plot summarizes the distribu-
tion of predictive power values for 1 session and epoch
(whiskers extend to the minimum and maximum values).
Predictive power during steady-state movement prepara-
tion periods (colored bars) was typically distributed
around chance level. In contrast, population spiking ac-
tivity predicted single-unit spiking above chance levels
during movement execution (black bars). B: single-neu-
ron spiking prediction based on MUA using the same
point process GLM approach as in A. MUA was defined
as the �250-Hz LFP rectified amplitude envelope band-
pass filtered in the 5-Hz band surrounding the peak beta
frequency. Predictive power trends are similar to those
obtained in A for the population spiking activity. C: box
plots summarize the distribution of peak absolute pair-
wise (Pearson) correlation coefficients of 25-ms binned
spike counts. Pairwise correlations were weaker during
steady-state movement preparation periods compared
with the movement execution period.
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many of the recorded single neurons. In contrast, �-LFP
oscillations emerged as short transients that exhibited high
trial-to-trial variability during the same movement preparation
periods. The fact that single-neuron firing rates were neither

affected by the occurrence of transient �-LFP events nor
correlated with �-LFP amplitude suggests that the modulations
in �-LFP power during these steady-state periods did not result
from changes in the level of beta rhythmicity in the underlying
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neuronal population activity reflected in the recorded �-LFP
signals, as is the case for movement- and visual cue-related
beta suppression. Furthermore, two complementary measures
of spike-LFP phase coupling (pairwise phase consistency and
predictive power of point process GLMs) showed that the
coupling was at chance level for the majority of the neurons.
This dissociation between steady rhythmic spiking and �-LFP
oscillations has implications for understanding the multiscale
(single neuron and ensembles) dynamics underlying the gen-
eration of the measured mesoscopic �-LFP signals and for
understanding the functional role of beta oscillations in motor
cortex, including putative roles for beta in modulating com-
munication among cortical areas and phase coding. Our find-
ings also contribute to the characterization of the statistical
properties of neocortical electrical signals recorded via MEAs.

Precedence for dissociation between single-neuron spiking
activity and narrowband LFP oscillations in neural systems.
Among various components, LFPs are thought to reflect to a
large extent synaptic activity, i.e., inputs to neurons (e.g.,
Buzsáki et al. 2012). The intuition that spiking outputs reflect
synaptic inputs suggests that strong LFP oscillations might
imply strong spike-LFP phase coupling. Our findings of weak
phase coupling, then, might seem to challenge this intuition.
However, LFP reflects spatial averages of synaptic activity
over relatively large ensembles of neurons. How strongly
correlated LFPs are to synaptic activity in single neurons
remains an open question and is likely to depend on neural
state and cortical area. Several previous experimental and
theoretical studies (Ardid et al. 2010; Baker et al. 2003; Brunel
and Wang 2003; Geisler et al. 2005; Harvey et al. 2009;
Hoseini and Wessel 2016; Truccolo et al. 2011; Truccolo et al.
2014) have shown that narrowband LFP oscillations can
coexist with weakly coupled single-neuron spiking activity,
from which a population oscillation can nevertheless emerge
as a collective mean field effect of the neuronal ensemble
dynamics.

In particular, a precedent for the dissociation between sin-
gle-unit rhythmicity and ongoing LFP oscillations has been
studied in rodents for many years as the hippocampal “theta
phase precession” (e.g., Harvey et al. 2009). During spatial
navigation, the phase at which place cells fire relative to theta
LFP depends on the animal’s past, present, and planned loca-
tion. As a result, the phase at which neurons spikes relatively
to the ongoing theta LFP drifts. Because of this, units show
weak phase coupling to LFP if averaged even over short time
periods (i.e., a few cycles). Despite this weak coupling, Harvey
et al. (2009) find that place cell spiking is nevertheless strongly
phase coupled to theta oscillations in the intracellular mem-
brane potential. Their finding indicates that the “local” synaptic
oscillation that impinges on single-unit spiking can appear
dissociated from the population oscillation reflected in the
LFP. It illustrates that LFP oscillations need not be a good
proxy for the synaptic input and membrane potentials driving
the spiking of specific single neurons. As Harvey et al. (2009)
discuss, several alternative computational models have been
put forward to explain the drift leading to phase precession and
the resulting weak coupling. It remains to be clarified whether
neurons in motor cortex also exhibit a similar phase drift
phenomenon, and if so, whether phase drifts are explained by
a more complex relationship (e.g., phase precession) or have
any functional significance.

In the visual cortex, recent work by Haider et al. (2016)
show that LFPs can predict excitatory and inhibitory postsyn-
aptic potentials (EPSPs and IPSPs, respectively). However, the
explained variance was relatively small for both EPSPs and
IPSPs, with the latter being better predicted during stimulation.
Furthermore, Haider et al. (2016) note that their finding is not
inconsistent with previous studies showing weakly correlated
spiking activity in neuronal pairs in V1 and the significant
decorrelation between single-neuron spiking and nearby LFPs
during visual stimulation (Nauhaus et al. 2009; Ray and Maun-
sell 2011). In fact, they argue that because inhibition may
enhance processing by decorrelating spiking activity in a neu-
ronal population, and because LFPs in V1 tend to be more
correlated with IPSPs during stimulation, one should observe a
decorrelation between single-neuron spiking and the popula-
tion signal reflected in LFP oscillations.

In the case of narrowband gamma oscillations, Brunel and
Wang (2003) have demonstrated with computational analyses
how the previously observed coexistence of narrowband
gamma and highly irregular spiking (and therefore weak phase
coupling) can emerge in neocortical activity. Recent experi-
mental results by our own group based on spike-LFP PPC
analyses have shown weak coupling (PPC values �0.1) be-
tween single-unit spiking and narrowband (~50 Hz) gamma
LFP oscillations induced by optogenetic stimulation in nonhu-
man primate motor cortex during awake and behavioral states
(Lu et al. 2015). More recently, Ni et al. (2016), using a similar
optogenetic stimulation protocol in cat area 21a (homologous
to V4), find even weaker coupling between multiunit and
narrowband gamma LFP (mean peak PPC values of ~0.003
and ~0.014 in 2 cats, respectively). Jia et al. (2013; see e.g.,
their Fig. 1B), using spike-field coherence instead of PPC, also
find low mean coherence values in V1-V1 pairs (mean values
�0.1, computed across all pairs), based on both multiunit and
single-unit data during visual evoked responses.

In the particular case of motor cortex �-LFPs, other studies
have examined the issue of spike-LFP coupling. Witham and
Baker (2007) find that the level of �-LFP power in a given area
need not correlate with the corresponding single-unit rhythmic-
ity in the same area, and Baker et al. (2003) observe relatively
weak spike-field coherence in beta during the execution of an
isometric force precision grip task. We emphasize that our
work goes beyond these studies by examining neural activity
during steady-state movement preparation and instructed delay
periods, as opposed to execution of isometric force precision
grip tasks. In addition, we note that in contrast to spike-field
coherence, the phase-coupling measures adopted in the present
study can correctly quantify strong phase coupling even if
single-neuron spiking, though phase-locked to a LFP oscilla-
tion, skips most cycles of the oscillation. Beyond these studies
based on isometric force tasks, we have shown that phase
coupling remains weak even when the short transient nature of
�-LFP events is taken into account, i.e., by restricting the
analysis to transient periods of elevated beta activity. More
recently, analyses by Denker et al. (2007) have indicated that
phase coupling may occur primarily during beta transients
during movement preparation periods. Our work extends the
characterization of preparatory beta oscillation by explicitly
examining the relationship between transient �-LFP and sin-
gle-unit firing rates and rhythmicity. Given our focus on
neurons showing �-rhythmic spiking during �-LFPs, we also
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note that the phenomenon reported presently differs from the
scenario examined by Brunel and Wang (2003), where spiking
remained highly irregular despite narrowband LFP oscillations.
The coexistence of sustained beta-rhythmic spiking with
�-LFP transients, as well as the relatively weak phase coupling
of single units to the �-LFP and mean population activity, are
important features that should be recapitulated in computa-
tional models of motor cortex.

Statistical considerations. When both LFP and spikes ex-
hibit autocorrelations in the form of narrowband oscillations,
there is risk of detecting apparent phase coupling by chance.
This is true even for estimators that correct for spike-rate
biases, such as the PPC. We addressed this problem by obtain-
ing empirical chance level distributions through phase random-
ization and shuffling of trials. Nevertheless, any potential
spurious contributions of these temporal correlations to inflated
phase coupling assessments would only reinforce the points
being made in this article. As stated above, both the PPC and
point process GLM phase coupling assessments are capable of
detecting a preferred phase of firing relative to the �-LFP even
when cells do not spike on every cycle. This is because the
PPC relies primarily on the distribution of spike-triggered LFP
phases (as does the point process GLM, albeit indirectly), and
a phase-locked unit that fires only occasionally still exhibits a
concentrated spike-triggered distribution of LFP phase.

Localization of �-LFP activity. A natural question is
whether the dissociation between spiking and �-LFP oscilla-
tions results from LFPs not being as local as commonly
thought (Kajikawa and Schroeder 2011). We observed that
adjacent electrodes often exhibited very different �-LFP
phases, indicating that localization on the order of the electrode
spacing (400 �m or smaller) is possible. As a cautionary note,
however, this does not exclude the possibility that local beta
oscillations may mix with remote sources during transient
globally synchronous states. Nevertheless, a recent study in
primate visual cortex (Dubey and Ray 2016) using the same
type of MEA as in our recordings also suggested a localization
on the order of ~400 �m. Another possibility is that the single
units and the sources of the LFP signal were located in
different cortical layers. Identifying the laminar origin of
�-LFP is not possible with the MEA recording setup used in
our present study because LFP can conduct between layers.
Previous studies have shown that �-LFP power is highest in
layer V of motor cortex (Murthy and Fetz 1996a; Witham and
Baker 2007) and that pyramidal tract layer V neurons can fire
rhythmically in the beta frequency (Wetmore and Baker 2004).
Given the uncertainty about the depth of the MEA implant, it
is possible that the single units we recorded were from layer
II-III and that single-unit spiking activity could then be disso-
ciated from �-LFP arising in layer V. If so, the existence of
rhythmic layer II/III spiking and its dissociation from �-LFP in
deep layers would raise important questions about the role of
different cortical layers in beta oscillations, as well as the
interpretation of spiking activity and LFPs recorded from
MEAs.

Origins of single-neuron spiking beta rhythmicity and
�-LFP transients. The origin of sustained beta-rhythmic spik-
ing and its weak coupling to �-LFP transients across move-
ment preparation remains puzzling. One possibility is that very
specific subsets of neuronal types (e.g., inhibitory interneurons,
etc.) might show a stronger coupling with the ongoing �-LFP

oscillations. Recorded single units clustered into two classes of
narrow and broad spikes, suggesting different types of neurons.
These two classes are commonly associated with putative
inhibitory interneurons and principal cells, respectively (Bar-
thó et al. 2004; McCormick et al. 1985). However, the unique
features of pyramidal tract neurons (PTNs) makes identifying
putative inhibitory interneurons vs. excitatory pyramidal cells
from extracellular spike width and firing properties challeng-
ing. Some PTNs show higher firing rates and narrow-spike
waveforms and can be mistaken for fast-spiking interneurons
(Vigneswaran et al. 2011). More advanced approaches that
identify or manipulate specific neuronal subtypes will be
needed to clarify the relation between single-unit beta-rhyth-
mic spiking and �-LFP. Previous computational and experi-
mental studies on the origin of beta oscillations have empha-
sized a variety of mechanisms ranging from the role of tha-
lamic inputs (Jones et al. 2009) to more local or intrinsic
features of cortical dynamics (Kopell et al. 2011; Roopun et al.
2006). Regarding the latter, Kopell et al. (2011) proposed that
the “beta1” rhythm (~15 Hz) in rat association cortex arises as
a consequence of rebound from inhibition and can be main-
tained without strong collective activity. Roopun et al. (2006)
also found in in vitro neocortical slices from rats a 20- to 30-Hz
rhythm in layer V pyramidal tract neurons that depends on
intrinsic currents and is synchronized by gap junctions. Thus
beta rhythmicity may be supported by the subthreshold dynam-
ics of single units, possibly related to the slow afterhyperpo-
larizations identified by Chen and Fetz (2005) in type III
rhythmic neurons. Conversely, beta oscillations could be me-
diated by collective network reverberations in small-scale net-
works inaccessible in LFPs as recorded by the MEAs used.

Previous studies have examined the transient nature of
�-LFP oscillations (e.g., Denker et al. 2007; Feingold et al.
2015). Our data highlight this transiency in motor cortex:
�-LFP power fluctuates during steady-state movement prepa-
ration periods in our task, even while the firing rates of
beta-rhythmic single neurons remain constant. We conjecture
that the observed fluctuations in �-LFP power during move-
ment preparation could arise from changes in the synchroni-
zation among more local sources of beta-rhythmic network
activity. It is possible that �-LFP power fluctuations represent
transient synchronization of a large population of weakly
coupled single units such that although the macroscopic LFP
power exhibits a transient amplitude increase, individual spike-
LFP phase coupling remains weak. These transient changes in
the level of synchrony and spatial coherence might result from
the locally evolving dynamics in the neocortical patches or
from the interaction with transient inputs originating in other
cortical and subcortical areas. In the more general scenario of
weakly coupled oscillators, Popovych and Tass (2011) find that
when oscillators with slightly heterogeneous frequencies are
driven by a common oscillatory input, transient power fluctu-
ations are expected to result from momentary synchronization
between oscillators, in a mechanism akin to the beats heard
from two notes slightly out of tune.

The above scenarios are to be contrasted with the attenuation
of �-LFP power during movement execution. During move-
ment execution, the majority of units exhibit large excursions
in firing rate, and many rhythmic single units shift their firing
frequencies up and out of the beta-frequency band, whereas
other units switch from rhythmic to irregular firing. Therefore,
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it is likely that movement-related beta suppression relates to a
reduction of total beta-rhythmic network activity. This points
to two processes governing variability of �-LFP power in
motor cortex: an overall modulation of the level of beta
rhythmicity that is evidenced by changes in single-unit firing
properties during movement preparation and execution, and an
additional source of variability that gives rise to the transient
fluctuations in �-LFP power despite sustained firing rates and
�-rhythmicity at the level of single-neuron spiking during
movement preparation steady states.

Implication for encoding and motor steady states. Previous
decoding analyses from our group (Bansal et al. 2012; Zhuang
et al. 2010) show that �-LFP power improves, although by a
small amount, the decoding performance of reach/grasp kine-
matics during movement execution. In these two studies, beta
tends to show the lowest decoding performances compared
with other lower and higher frequency bands. In contrast,
during steady-state movement preparation periods, our decod-
ing analysis showed no significant classification performance
of object and grip type based on �-LFP activity. Our conjecture
is that the contribution of �-LFP activity found during move-
ment execution relates more to discriminating moving vs. not
moving, rather than carrying specific information about move-
ment kinematics per se, e.g., time-varying 3-D positions/tra-
jectories and velocities of the hand/arm during reach and grasp
actions. We also note that Rule et al. (2015) examined the
contribution of several LFP features to spiking variability
during execution of reach and grasp movements, including
�-LFP power, and did find some contribution. Importantly,
however, a similar analysis performed during the steady-state
movement preparation periods (Fig. 9) found no such relation-
ship during movement preparation.

Mode firing frequencies of single neurons were not identical,
but rather varied within the beta band. This diversity in mode
frequencies and firing rates increased following visual cue
presentation, after which the subjects had presumably prepared
for a specific reach and grasp action plan. Indeed, Vargas-Irwin
et al. (2015), examining the same data sets considered in the
present study from the perspective of neural decoding, dem-
onstrate that planned upcoming movements (object and grip
type) can be decoded from the spike patterns in the recorded
neuronal ensemble during the preparation period. The infor-
mation about object and grip type was sustained across the
instructed delay period. It may be that both diverse rates and
rhythmic firing are instrumental to the maintenance of prepa-
ratory states in motor cortex. If so, this would naturally limit
the ability of single neurons and different neuronal populations
to strongly phase couple to a single dominant �-LFP oscilla-
tion, resulting in the observed spike-LFP weak coupling.

Future work. Beta oscillations in the brain remain an intrigu-
ing and heterogeneous phenomenon, and further work is
needed to clarify their origin and function. The present work
raises interesting questions about the nature of motor steady
states during attentive waiting and movement preparation. It
will be important to examine the coupling between single-
neuron activity and �-LFP oscillations in instructed delay tasks
that test working memory, something not required in the task
examined in the present study. This additional instructed delay
condition might elucidate which features of beta activity relate
to the active maintenance of the preparatory state vs. simply
the hold condition before movement execution. The extent to

which motor cortex beta-rhythmic spiking arises from nonlocal
oscillatory network inputs, local recurrent dynamics, or the
intrinsic electrical properties of single neurons remains un-
clear. Combined extracellular and intracellular in vivo record-
ings akin to those performed by Harvey et al. (2009) may be
illuminating. We have also identified several features of beta
oscillations that should inform future modeling work, with
relevance to a theoretical understanding of maintenance of
neural states over long timescales with oscillatory dynamics.

In summary, the dissociation of single-unit spiking and
�-LFP reported presently, in terms of both power modulation
and phase coupling, is an important finding that has not been
thoroughly investigated before. It is possible that the nature of
the beta states revealed allows multiple cell assemblies, each
resonant at slightly different frequencies, to coexist with rela-
tively little interference or competition. Future work is needed
to evaluate the functional importance of beta phase and fre-
quency diversity during preparatory steady states in motor
cortex, especially with respect to evaluating potential roles for
this diversity in encoding, attentional processes, gating com-
munication, and assisting the binding together of functional
assemblies of neurons (e.g., Maris et al. 2016).
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